
 We propose a wide-residual attention weighting 
unit for lightweight SISR, which has stronger 
feature distillation capabilities than ordinary 
residual blocks.

 We propose a novel Self-Calibration Fusion 
module to replace the traditional concatenate 
operation for efficient feature interaction and 
fusion, which can aggregate more representative 
features and self-calibrate the input and output 
features.

 We propose  a  Wide-Residual  Dis t i l la t ion 
Connection framework, which connects the coarse 
and distilled fine features within the module and 
allows features from different scales to interact 
with each other.

 We design a Feature Shuffle Weighted Group for 
pairwise feature fusion,  which consis ts  of 
interactional WDIBs. Meanwhile, it serves as a 
basic component of our proposed model.
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Method

 Network Architecture

 Wide-residual Distillation Interaction Block

 Combination Coefficient Learning  Shuffle Attention
Visual Comparisons 

AnalysisBackground
SR aims to reconstruct a high-resolution (HR) 
image from a low-resolution (LR) image. 
However, most existing SR models are often 
accompanied by a large number of model 
parameters and large calculation costs, which 
limits their applications on mobile devices.
 We aim to explore a lightweight and efficient 

SR model.
 We aim to solve the problem of how to make 

full use of intermediate features.

Contributions

 The combination structure of WDIB

 The effectiveness of WRDC and SCF

Quantitative Comparisons

 Model efficiency


