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The fractal structure is usually defined as “a rough or 
fragmentary geometry, it can be divided into several 
parts, and each part is (at least approximately) an overall 
reduced shape”.  It has the following characteristics: 
(a). self-similarity. 
(b). infinitely fine structure. 
(c). can be defined by a simple method and generated by 
recursion and iteration. 

(1). We propose a fractal module (FM) to simplify the 
model design, which can generate an infinite number of new 
structures via a simple component.
(2). We develop a Super Resolution Recursive Fractal 
Network, which introduces the fractal module and recursive 
learning mechanism to maximize the model performance.
(3). SRRFN achieves superior results with fewer parameters 
and faster execution time. Especially, it achieves state-of-
the-art results in BD and DN degrade models.
(4). We introduced the fractal structure to simplify the 
design of the network structure. Meanwhile, the fractal 
structure can be easily integrated with modern modules to 
create unlimited possibilities.
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(I). We aim to explore a lightweight and accurate SISR 
framework. 
(II). We aim to simplify the design of network structure 
by introducing the fractal structure.
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