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Involution Transformer Based U-Net for
Landmark Detection in Ultrasound Images
for Diagnosis of Infantile DDH
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Abstract—The B-mode ultrasound based computer-
aided diagnosis (CAD) has demonstrated its effectiveness
for diagnosis of Developmental Dysplasia of the Hip (DDH)
in infants, which can conduct the Graf’'s method by de-
tecting landmarks in hip ultrasound images. However, it
is still necessary to explore more valuable information
around these landmarks to enhance feature representa-
tion for improving detection performance in the detection
model. To this end, a novel Involution Transformer based
U-Net (IT-UNet) network is proposed for hip landmark de-
tection. The IT-UNet integrates the efficient involution oper-
ation into Transformer to develop an Involution Transformer
module (ITM), which consists of an involution attention
block and a squeeze-and-excitation involution block. The
ITM can capture both the spatial-related information and
long-range dependencies from hip ultrasound images to ef-
fectively improve feature representation. Moreover, an Invo-
lution Downsampling block (IDB) is developed to alleviate
the issue of feature loss in the encoder modules, which
combines involution and convolution for the purpose of
downsampling. The experimental results on two DDH ultra-
sound datasets indicate that the proposed IT-UNet achieves
the best landmark detection performance, indicating its po-
tential applications.
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[. INTRODUCTION

EVELOPMENTAL Dysplasia of the Hip (DDH) is a

prevalent yet critical joint disease in infants, resulting
in instability and the potential for hip joint dislocation [1],
[2]. Accurate diagnosis of DDH is important for the following
treatment. Ultrasound imaging is a routine tool for diagnosis of
DDH especially for the infants within 6 months [3].

The Graf’s method is one of the most commonly used ultra-
sound examination techniques for DDH, which diagnoses DDH
based on the manually measured « and 3 angles, as illustrated in
Fig. 1(a) [4]. However, this determination is highly subjective,
depending on sonologists’ expertise. Thus, the computer-aided
diagnosis (CAD) for DDH has gained its reputation in re-
cent years. Several deep learning (DL) based algorithms have
been proposed for this ultrasound-based CAD [5], [6], [7], [8].
These algorithms mainly aim to measure the o and 3 angles,
which can be divided into two categories [5], [6], [7], [8]: the
segmentation- and landmark detection-based DL approaches.
The former mainly segments the critical anatomical structures
for further angle measurement [5], [6], [7], while the latter
directly detects the key points in ultrasound images (Fig. 1(b))
[8]. Consequently, as shown in Fig. 1(c), the detected landmarks
can form the three corresponding lines that are then used to
calculate the o and /3 angles.

From the viewpoint of data annotation, the landmark
detection-based method is more annotation-friendly for the so-
nologists than the segmentation-based approach, which then
has attracted considerable attention for developing the CAD of
DDH. However, the quality of ultrasound images is prone to
speckle noise [9], which then increases difficulty for detecting
the critical landmarks. To address this issue, it is feasible to
explore more valuable information around these landmarks,
such as the long-range and spatial-related information hidden
in the ultrasound images, to enhance feature representation
for improving detection performance. For example, Xu et al.
[8] indicated the effectiveness of capturing the long-range in-
formation to overcome the noise interference for landmark
detection in hip ultrasound images. On the other hand, some
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Fig. 1. lllustration of hip ultrasound images for the graf’s method. (a)
Definition of o and 3 angles. « is formed by the angle between the base
line (L) and the bone roof line (L1), B is created by the intersection
of the base line (L ) and the cartilage roof line (L2). (b) Six landmarks
[8]. 1) Apex point (APP), 2) ilium edge point (IEP), 3) lower limb point
(LIP), 4) bony roof incision point (BRIP), 5) acetabular rim junction point
(ARJP), 6) glenoid labrum point (GLP). (c) Three critical lines. The red
base line (Lp) formed by APP and IEP, the green bone roof line (L;)
formed by LIP and BRIP, the yellow cartilage roof line (L) formed by
ARJP and GLP.

landmarks are close to each other (e.g., APP, IER, ARJP, and
BRIP landmarks as shown in the Fig. 1(b)), which increases
difficulties for detection algorithms to accurately detect these
landmarks. Thus, the spatial information (i.e., the position of
each landmark) is also essential for locating the key points in hip
ultrasound images. However, existing algorithms rarely consider
the important spatial information. It is still a challenging task to
accurately detect the critical anatomical landmarks from the hip
ultrasound images.

The convolutional neural network (CNN) with encoder-
decoder architecture is commonly applied to the landmark de-
tection task [10]. The U-Net architecture stands out as a repre-
sentative encoder-decoder architecture, offering numerous ad-
vantages [11]. In U-Net, the shallow convolution layers mainly
extract texture and edge features, while the deeper convolution
layers explore semantic information within the images [12].
A number of works have indicated the superiority of U-Net
for image segmentation, reconstruction and landmark detection
tasks [13], [14], [15], [16]. However, it still exhibits some limi-
tations for our particular landmark detection task. For example,
the pure U-Net architecture based on convolutional layers may
not effectively capture global dependencies [12]. Moreover,
the translation invariance of convolution operation also makes
convolutional layers lacking spatial awareness [17]. In fact, both
the long-range interaction and spatial knowledge are essential
for accurately localizing key points. On the other hand, U-Net
generally adopts maxpooling as the downsampling operation
to continually expand the receptive field [12]. However, this
maxpooling operation only chooses the maximum value within
a local region, thereby sacrificing other valuable information
[18]. This may potentially result in the loss of fine-grained
details.

Although Xu et al. [8] proposed a relation matrix to capture
the long-range information in hip ultrasound images, it may
introduce some redundant information that then affects the
learning of contextual information. Since Transformer achieves
superior performance in capturing long-range dependencies
and contextual relationships [19], it can be integrated into the

convolution-based U-Net to improve the detection accuracy. In
fact, recent studies have tried to build hybrid networks by com-
bining the strengths of CNN and Transformer [14], [15], [20].
These hybrid networks can effectively model global context
and capture local features [21]. However, the hybrid models
with conventional Transformer architectures generally ignore
the modeling of spatial relationships [22]. Thus, it is highly
necessary to develop a hybrid U-Net with a spatial-awareness
Transformer architecture that specifically for accurate landmark
detection.

Furthermore, as a novel atomic operation, involution has a
spatial-specific property [23]. Many works have demonstrated
that this specifical characteristic can provide the capability to
learn spatial information [24], [25], [26], [27]. Different from
the traditional convolution operation, the involution generates
specific perceptual field weights and adaptively allocates over
different positions [24]. Consequently, it has the feasibility to
capture the positional information of different landmarks in hip
ultrasound images, so as to provide more spatial information for
the detection model. Therefore, it is considered that incorporat-
ing involution into the Transformer architecture can effectively
merge long-range dependency and spatial awareness, so as to
enhance the accuracy of landmark detection in hip ultrasound
images.

On the other hand, given that the maxpooling results in the
loss of important information, it is also important to develop
an effective approach for downsampling operation in U-Net.
Several previous works have indicated that a convolutional layer
with increased stride can effectively replace maxpooling [18].
Due to the superior performance of involution, a novel down-
sampling module that combines the advantages of the involution
and inception is developed in [28]. Inspired by this approach,
we believe that it is feasible to develop a new involution-based
downsampling method to retain the valuable details around the
anatomical landmarks, so as to further improve the detection
accuracy.

In this work, a novel Involution Transformer based U-Net
network (IT-UNet) is proposed for detecting landmarks from
infantile hip ultrasound images. In the encoder-decoder architec-
ture of IT-UNet, a novel Involution-based Transformer Module
(ITM) is developed to be embedded in the bottom of U-Net,
which can improve the semantic feature representation for land-
mark detection. Moreover, a new Involution-based Downsam-
pling Block (IDB) is designed in the encoder to perform the
downsampling process instead of the traditional maxpooing,
which can preserve more detailed information around land-
marks. The experimental results indicate the effectiveness of
the proposed IT-UNet.

The main contributions of this work are as follows:

1) A novel IT-UNet is proposed to detect landmarks from
hip ultrasound images, which can capture and learn
more effective feature representation, including both the
spatial-related knowledge and long-range dependencies,
for improving detection performance.

2) A new ITM is developed by integrating involution into
Transformer, which consists of an involution attention
block and a squeeze-and-excitation involution block. The
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ITM can effectively capture not only the long-range in-
formation but also positional information to improve the
feature representation.

3) A new IDB is proposed to alleviate the issue of detailed
information loss in the encoder module. The IDB in-
novatively combines involution and convolution for the
purpose of downsampling, which can extract more useful
features simultaneously.

[l. RELATED WORK
A. DL-Based Methods for DDH Diagnosis

In recent years, DL has gained its reputation in the field of
ultrasound-based CAD for DDH. Most of these methods focus
on developing special segmentation algorithms for the critical
anatomical structures to perform the followed angle measure-
ment. For example, Golan et al. [5] implemented a convolutional
network with an adversarial component to segment the ilium
and acetabular roof, which were subsequently employed to
draw lines for calculating the «v angle; Hu et al. [7] proposed
a multi-task network with Mask R-CNN as backbone, which
included a detection and a segmentation branch to mark the four
anatomical structures and a landmark detection branch to further
measure the two angles from hip ultrasound images; Stamper
et al. [29] proposed a lightweight multi-class U-Net network to
segment key anatomical structures for DDH screening. All these
works have suggested the feasibility of the segmentation-based
approaches.

However, the accuracy of angle measurement extremely de-
pends on the performance of segmentation algorithms in these
works [30]. Moreover, the segmentation-based methods require
professional but laborious annotation, which generally results
in the problem of small size samples [31]. The limited training
samples then affect the training of DL model. On the contrary, the
landmark detection-based DL approaches are simpler and more
convenient for annotation. Xu et al. [8] proposed a novel network
named Dependency Mining ResNet (DM-ResNet) by a relation
matrix, which aimed to combine both short-range and long-range
dependencies for landmark detection in hip ultrasound images.
This pioneering work indicates the feasibility of landmark de-
tection for calculating o and S angles. However, the global
relation matrix inevitably introduces redundant information to
the model. Moreover, this model also ignored the valuable spatial
information of hip landmarks. Therefore, there is still room for
improving the detection performance of hip landmarks.

In this work, we aim to explore both the long-rang depen-
dencies and spatial information to learn more effective feature
representation for accurately landmark detection in hip ultra-
sound images.

B. Involution Network

Involution has the characteristic of spatial-specific, which can
be used to explore diverse interactions among spatial locations
[23]. Due to this valuable property, involution has been applied
to various DL models. For example, Shao et al. [24] proposed
a spatial-spectral Involution MLP network for hyperspectral

image classification, which utilized involution to extract spatial
contextual information in a stable windowed receptive field; Hou
et al. [25] developed an Attention-Involution model for visual
tracking, which adopted an attention mechanism to generate
involution kernels to capture both long-distance and local re-
lations of features. Additionally, involution has also received
widespread attention in the field of medical image analysis.
For instance, Jain et al. [26] designed a polyp segmentation
model by utilizing both the convolution and involution to ex-
tract long-range feature dependencies and spatial patterns; Asiri
et al. [27] proposed a novel Involution neural network for brain
tumor classification, which employed the spatial adaptability of
involution to capture intricate features within medical images.
All these works have indicated the effectiveness of involution,
particularly its spatial awareness.

In this work, we introduce a novel involution-based Trans-
former module, which seamlessly integrates involution into the
Transformer. This structure aims to capture long-range depen-
dencies as well as spatial information, so as to enhance the
accuracy of landmarks localization.

C. Downsampling in U-Net

As a commonly used backbone in image segmentation and
detection task, U-Net has shown its effectiveness in landmark
detection [32], [33], [34]. However, the maxpooling operation
in downsampling of U-Net generally suffers from the issue of
losing sensitive information, due to compression and aggrega-
tion of information [18].This intrinsic property makes U-Net
unable to extract detailed information effectively, which is in fact
detrimental to detect landmarks. Therefore, various efforts have
been made to address this issue. For instance, Stergiou et al. [35]
introduced a novel pooling method called SoftPool, which used
softmax within a kernel region to better preserve informative
features during downsampling process; Kwon et al. [36] used
two diagonal elements of downsampling operation instead of
maxpooling; Li et al. [37] designed a patch merging refiner
module to remove noise and retain the authentic information of
feature space. These previous works endeavor to design effec-
tive pooing methods to replace maxpooling operation, with the
aim of preserving valuable information during downsampling
process.

Itis worth noting that Xiao et al. [28] combined the advantages
of the involution and inception structures by embedding involu-
tions into the maxpooling layer. The involution enables feature
extraction within a smaller receptive field, thereby capturing
finer-grained features and enhancing perception. However, due
to the continued use of maxpooling, the problem of losing infor-
mation has not been effectively resolved. Therefore, we develop
a novel involution-based downsampling block by combining
convolution and involution, with the specific aim of preserving
fine-grained features.

[ll. METHODOLOGY

As shown in Fig. 2, a novel IT-UNet model is proposed for
hip landmark detection from ultrasound images. The IT-UNet is
developed based on an encoder-decoder architecture to generate
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Skip Connection

Encoder Block IDB IT™ Decoder Block

Fig. 2. Overall architecture of IT-UNet, which consists of an involu-
tion transformer module (ITM), involution downsampling block (IDB),
encoder blocks, decoder blocks, and skip connections. The L1 to L6
represent the predicted coordinates of the six landmarks.

the related heatmaps for further predicting the coordinates of
the hip landmarks. The pipeline of IT-UNet mainly includes the
following four steps:

1) A hip ultrasound image is first fed into the carefully
designed Encoder Block, which can learn valuable fea-
ture representation with less detail loss by the developed
Involution Downsampling Block (IDB).

2) The extracted feature maps are then fed into the proposed
Involution Transformer Module (ITM) to capture the
spatial information and long-range dependencies of the
ultrasound images.

3) The improved feature representations are subsequently
fed into the Decoder Block to restore the feature maps
and further generate heatmaps with the help of the skip
connection and the upsampling layers.

4) The heatmaps are final used to predict the coordinates
of each hip landmark via selecting the position with the
maximum heatmap value.

The details of the proposed ITM and IDB are introduced in
Sections III-A and III-B, respectively.

A. Involution Transformer Module

To better capture the global spatial dependencies of land-
marks, an I'TM is proposed to leverage the long-range modeling
capabilities of Transformer and the spatial specificity of involu-
tion. In particular, the ITM develops a new Involution Attention
Block to learn long range semantic context with spatial knowl-
edge. Meanwhile, a Squeeze-and-Excitation Involution Block is
designed to fuse hierarchical spatial features with channel-wise
information [38].

1) Involution Attention Block: Inspired by the CvT [39], we
introduce involution into Transformer and propose the Involu-
tion Attention block. As show in Fig. 3(a), Involution Attention
contains an Involution Patch Embedding, an Involution Projec-
tion, and a Multi-Head Self-Attention (MHSA). The Involution
Patch Embedding splits the input images or feature maps into a
sequence of patches for information encoding. The Involution
Projection operation generates query, key, and value vectors
for information transportation. After that, MHSA calculates
query, key, and value vectors for modeling long-range feature
dependencies.

Before introducing involution, we first define the traditional
convolution in existing works. Denote X € RH*W>C1 a5 the
input feature map, where H, W, and C; represent the high,
width, and channels, respectively. Moreover, the convolution
kernel with the size of K x K isdenotedas F € RCoxCrxKxK,
where Cy is the output channels. Thus, output feature map Y €
RHXWxCo could be calculated by the following formulation:

Cr
Yijo :Z Z Focout|K/2) vt | K/2) Xitujtve (1)

¢=0 (u,v)eAx

where o € [0, Cp) and A i denotes the neighborhood of center
pixel:

Do = (P, LS} (P L))
where x indicates Cartesian product here [40].

It is observed that convolution kernel only depends on the
numbles of channels and the size of kernel, which makes it
spatial-agnostic. However, spatial features show great impor-
tance of query (¢) and value (v) vectors generation, since ¢
and v represent the queries and representations of positional
information. Therefore, we introduce a spatial-specific operator
named involution, which has the property of capturing positional
information in the spatial domain. Denote X’ € R7*WxC 35
the input and C; = C'/G as the channels contains in a group.
Involution kernel is H € RIXWXKXKXG where H, W, K,
G represent high, width, kernel size, and group, respectively.
Specifically, an involution kernel that represents a pixel X : ; €
R, where i, j are the coordinates in feature map, is defined as
Hij..qg € REXK g = 1, 2,...,G. Thus, the output feature
map is defined as:

>

(u,w)eAK

Y Hi ot L1 /2) 0+ K /20,06 /C1 K i o b
3)
The involution kernel generation function can be defined as
¢: RC s REXKEXG Therefore:

i,j,p —

Hij= ¢ (Xi;)=WiT(WoX,,) “4)

where W € R7*C and W, e R(E*KxG)F denote two linear
transformations with a reduction ratio d, and 7(-) represents the
nonlinear transformation that consists of batch normalization
and nonlinear activation function.

Noting that involution kernel is sensitive to spatial positions.
Therefore, the Involution Projection can generate the g, k and v
vectors with spatial awareness:

Zq/k/v = FLR(UR (fznv (ReShape (l‘) ’ K)) (5)

where z is the tokens extracted by Involution Patch Embedding,
finu(+) denotes Involution Projection, K is the kernel size of
involution, oz(+) represents the non-linear activation function
ReLu, and F'LR(-) is followed by Reshape, Layer Normaliza-
tion and Flatten.
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Fig. 3.

The generated ¢, k£ and v vectors are then fed into MHSA.
The total computation of MHSA can be formulated as:

zagkT
ﬁ) 2 ©

Therefore, the output of the Involution Attention block is
given as:

MHSA (Zq/k/”> = softmax(

o = 79 MHSA (Zq/k/”) 7

2) Squeeze-and-Excitation Involution Block: According to
(7), we get features by Involution Attention block. In traditional
Vision Transformer, these features will be fed into a Feed
Forward Network (FFN) with the residual structure to further
perform feature transformation and enhance the nonlinearity.
FFN commonly comprises Batch Normalization and Multi-layer
Perceptron (MLP). However, the MLP globally operates on all
token maps but ignores hierarchical learning of vision represen-
tations [41]. Thus, as shown in Fig. 3(b), we design a Squeeze-
and-Excitation (SE) Involution block to fuse hierarchical spatial
features and channel-wise information.

We first generate hierarchical feature representations by dif-
ferent kernel sizes of involutions. This process could be formu-
lated as:

v; = D (oG (fino (¢'), ki), i = 1,2, 3 ®)

where ¢ (-) denotes the non-linear activation function GeLu,
and D(-) is dropout operation that helps enhance robustness to
different features. We set three sizes of involution kernel k1 =
3, ko = 5,and k3 = 7 to extract hierarchical spatial features.
The output of this branch could be formulated as :

3
Tiny = 0@ <fznv (Z x;) 5 kl) (9)
=1

Besides, we further propose a SE branch to supplementary
the channel information:

SE (2') = Sigmoid (W g,or (W ;,GAP (2')))  (10)

where G AP(-) denotes the global average pooling, o i (-) repre-
sents ReLu activation function, Sigmoid(-) represents sigmoid
function, and Wy, € R7*¢and Wy, € R°*7 refer to the two

Structure of involution transformer. (a) Involution attention block. (b) SE involution block.

Upsampling
layer

T T T T T Ty T T T T T T \I
| Input |
: i |
| PW Conv :
' A~ |
' |
: Inv Inv Inv |

|
! v ! ! |
: PW Conv PW Conv PW Conv :
: Output :
\ L I S e I s 4

Fig. 4. Structure of involution downsampling. The PW conv is the
point-wise convolution and the three invs represent the involutions with
three different kernel sizes.

full-connected (FC) layers with the dimensionality reduction
ratio r. Therefore, the output of SE Involution is given as:

Y = SE (@) * Ziny (11)

where * refers to channel-wise multiplication.

By the carefully designed Involution Attention block and SE
Involution block, ITM can effectually capture global semantic
information with spatial awareness, which then could help pre-
cisely detect the landmarks within critical anatomical structures.

B. Involution Downsampling Block

The encoder-decoder architecture is effective for extracting
the high-level features (i.e., semantic information) from images.
To reduce computation and improve efficiency, dimensionality
reduction is the key to this architecture. However, this process
inevitably suffers from losing features that can interfere with
the downstream task. Different from the traditional maxpooling
operation [42], we designed a new Encoder Block in the encoder.
The Encoder Block consists of two convolutional layers and an
IDB (Fig. 4), which is designed for learning powerful feature
representation with less information loss.

In the encoder block, the IDB reduces the dimensionality via
a feature extraction process by involutions and convolutions.
Denote x € RIxwxe a5 the input feature map, where h, w, ¢
are the high, width and channels. We first utilize a Point-Wise
convolution to reduce the dimensionality of the input. Then, the
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obtained feature map x s, € R"*“*% is reduced by half by the
involutions with stride of 2. Besides, we introduce three different
kernel sizes in involution layers to extract rich information and
then obtain three feature maps ¢, , , € R2*% %% The subse-
quent Point-Wise convolutions are used to restore the number
of channels. Finally, the output of IDB is formulated as:

=3 (0 (21)

j=

12)

w

where Ty € R3*% e g =
maps.

In this way, we redefine downsampling process as feature
extraction by involutions and convolutions. Compared to sim-
ply selecting the maximum value from a local region, feature
mapping operation projects valuable information across overlap-
ping areas. Thus, valuable information in the ultrasound images
can be preserved. That is, our proposed IDB can significantly
alleviate the problem of losing sensitive features and allow
the model to retain detailed information around the landmarks
during downsampling process.

1, 2, 3 are the restored feature

V. EXPERIMENTS
A. Dataset and Preprocessing

Two DDH ultrasound datasets were used to evaluate the
proposed IT-UNet algorithm in this work. The first dataset
was collected from the Shanghai Children’s Medical Center
(SCMC), including 700 hip ultrasound images from 413 infants.
Specifically, 500 images of them (named SCMC DDH Dataset
A) were scanned by the LOGIQ E9 ultrasound scanner (GE
HealthCare, Milwaukee, WI) with an 8.4 MHz linear-array
probe between June 2022 and August 2022. Moreover, the
images in SCMC DDH Dataset A were scanned with the same
dynamic range of 69dB, and the gain values were set within
the range of 4.0dB to 6.0dB. The other 200 images (named
SCMC DDH Dataset B) were scanned by another ultrasound
device (SIEMENS OXANA 2, Inc., Chicago, IL, USA) with an
9MHZz liner-array probe between January 2023 to October 2023.
In SCMC DDH Dataset B, the images were scanned with the
dynamic range of 50dB, and the gain values were ranging from
0dB to 10.0dB. This study was approved by the Research Ethics
Board of Shanghai Children’s Medical Center, and informed
consent was signed by all guardians of the infants. All landmarks
were marked by experienced sonologists.

The second APCH DDH Dataset in [8] comprised 1769 hip
ultrasound images, which were collected from the Anhui Provin-
cial Children’s Hospital between December 2018 to November
2019. These images were scanned by a Philips EPIQ 5 ultra-
sound system. The landmarks were labeled and cross-validated
by four professional doctors who have engaged in DDH diag-
nosis for more than five years.

There were three sizes of image resolution in the SMMC DDH
Dataset, including 368x390, 440x480, and 480x480 pixels.
Moreover, all of images in the APCH DDH Dataset had the
resolution of 445x 715 pixels.

B. Experimental Settings

To evaluate the performance of our proposed IT-UNet, we
selected the following eight representative algorithms for com-
paration, including U-Net [12], DM-ResNet [8], HRNet [43],
UNet++ [13], TransUNet [14], FARNet [16], DA-TransUNet
[44], and SCUNet++ [45]:

1) U-Net [12]: The classical encoder-decoder architecture
U-Net was adopted for landmark detection, which was
the baseline network in our experiment.

2) DM-ResNet [8]: This model was specially proposed for
hip landmark detection task, which adopted a simple
ResNet as the backbone and presented a novel depen-
dency mining module to enhance features.

3) HRNet [43]: This model was a deep convolutional neu-
ral network for key point detection, which repeatedly
exchanged the information by parallel connecting the
high-to-low resolution convolutions.

4) UNet+-+ [13]: It was a deeply-supervised encoder-
decoder architecture, which connected sub-networks
through a series of nested, dense skip pathways.

5) TransUNet [14]: It served Transformers as strong en-
coders and used U-Net to recover localized spatial in-
formation that enhanced finer details.

6) FARNet [16]: FARNet was a novel encoder-decoder ar-
chitecture for anatomic landmark detection, which fused
multi-scale features from the encoder and achieved high-
resolution heatmap regression.

7) DA-TransUNet [44]: It was a state-of-the-art (SOTA) U-
shape architecture, which utilized the Transformers and
dual attention blocks to combine not only global and local
features but also image-specific positional and channel
features.

8) SCUNet++ [45]: It was another SOTA network with
multiple fused dense skip connections between the en-
coder and decoder, which aimed to fuse features of dif-
ferent scales and compensate for the spatial information
loss caused by downsampling.

We also conduct the following ablation experiment on the
SCMC DDH Dataset to further verify the effectiveness of the
ITM and IDB:

1) U-Net[12]: The original U-Net was adopted for landmark
detection, without any proposed modules.

2) CvT-UNet: This variant integrated the Convolution Trans-
former (CvT) into U-Net, which aimed to compare the
effectiveness of the developed Involution Transformer.

3) CvD-UNet: This variant utilized convolutions with stride
2 for downsampling (CvD) in U-Net. It aimed to verify
the effectiveness of our proposed IDB.

4) IvID-UNet: This variant employed Involution with Incep-
tion Downsampling (IvID) block to replace maxpooling
in U-Net, which aimed to evaluate the effectiveness of the
proposed IDB again.

5) IT-UNet w/o IDB: This variant only applied the proposed
ITM in U-Net architecture, which captured both long-
range dependencies and spatial knowledge to locate the
anatomical landmarks in the hip ultrasound images.
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6) IT-UNet w/o ITM: This variant only replaced the tradi-
tional maxpooling with IDB in U-Net. It aimed to main-
tain fine-grained features during downsampling process.

C. Evaluation Metrics

We conducted the five-fold cross-validation strategy to evalu-
ate all the algorithms. All the results were presented in the format
of mean 4 SD (standard deviation).

Both mean radial error (MRE) and successful detection rate
(SDR) were used as the evaluation metrics to verify the perfor-
mance of landmark detection. The MRE is defined as:

MRE, = |1yt — 19t? (13)

where LP7ed ¢ (gpred ypred)and LIt € (29t y9¢) represent the
n — th prediction and ground truth landmarks. Thus, (13) could
further convert into:

MRE, = (a8 — 29)" + (yred —yo")* (14

Notably, MRE stands for radial error between the predicted
landmark and the ground truth landmark. A smaller MRE value
denotes a more precise detection. We also used the SDR as
formulated:

SDRyist = #{m: MRE, < dist} /M x 100%  (15)

where # is used as the count symbol, m denotes the number of
landmarks that M RE,, < dist, M represents the total number
of landmarks in images, and dist is the scope of successful
detection.

SDR is employed to evaluate the distribution of MRE, with the
value indicating the reliability of the landmark detection. In this
work, we set dist into 0.5 mm, 1.0 mm, 1.5 mm, respectively.

D. Implementation Details

During the training stage, the input hip ultrasound image was
resized to 256 x 256. Meanwhile, the size of mini-batch was set
to 2. We set the hyperparameter o to 10, which determined the
Gaussian distribution while generating ground truth heatmaps.
The Adam optimizer was utilized for network optimization with
a learning rate of 0.0001, and the model was trained for 300
epochs. In addition, the training loss of IT-UNet converged at
approximately 250 epochs. All algorithms were implemented
by PyTorch with a GTX 2080TI GPU.

V. EXPERIMENTAL RESULTS
A. Results of Comparation Experiments

Fig. 5 shows the visualization results of different landmark
detection algorithms on the SCMC DDH Dataset and the APCH
DDH Dataset. The red dots represent the ground truth landmarks,
the green dots show the detected results by different algorithms,
and the yellow lines between the red dots and green dots denote
the detected errors. It can be found that the proposed IT-UNet
achieves the best detection accuracy, since the predicted land-
marks are more closely match the ground truth locations. It is
worth noting that despite the differences of the hip ultrasound
images, the IT-UNet also achieves the best detection accuracy.

Table I gives the quantitative MRE results of different algo-
rithms on the SCMC DDH Dataset, with the L1 to L6 as the
six anatomical landmarks (e.g., APP to GLP in Fig. 1(b)) of
hip images. The proposed IT-UNet achieves the best detection
results for almost all landmarks except the LIP and BRLP, and
gets the best average MRE of 0.4494+0.0155 mm. Compared
to other comparison algorithms, it decreases at least 0.0188 mm
(about 4.02%). Moreover, compared with the DM-ResNet that
is specially designed for the same hip landmark detection task in
Reference [8], the average MRE of IT-UNet reduces 0.0367 mm
(approximately 7.55%). All these superior results demonstrate
the effectiveness of our proposed IT-UNet in accurately localiz-
ing landmarks from hip ultrasound images.

Table II further gives the comparison results of SDR on the
SCMC DDH Dataset. It can be observed that the proposed
IT-UNet again outperforms all the compared algorithms with
three best SDR values of 71.19+1.76%, 93.454+1.07%, and
97.31£0.56%, respectively. Moreover, compared to the typical
DM-ResNet algorithm, our model improves 2.55%, 2.31%, and
1.02%, respectively, on the corresponding 0.5 mm, 1.0 mm and
1.5 mm. These results demonstrate that the majority of predicted
landmarks by IT-UNet are in close to the ground truth landmarks,
thereby indicating the effectiveness of the proposed IT-UNet.

Table III shows the quantitative MRE results of different
algorithms on the APCH DDH Dataset. Our IT-UNet again
outperforms all the compared algorithms for detecting the hip
landmarks. The IT-UNet achieves the best average MRE of
0.4282+0.0206 mm, which decreases at least 0.0124 mm (about
2.81%) over all other algorithms. Furthermore, when compared
to the SOTA algorithms, such as FARNet, DA-TransUNet,
and SCUNet++-, the proposed IT-UNet still demonstrates su-
perior performance with a reduction of the average MRE by
0.1888 mm, 0.0144 mm, and 0.0124 mm, respectively.

Table IV presents the three SDR results on the APCH DDH
Dataset. It can be found that the proposed IT-UNet achieves
the highest scores on the SDR at 0.5mm and 1.0mm with
values of 72.194+1.60% and 94.25+0.43%, respectively, and
improves at least 1.06% and 0.40%, respectively, compared to
other algorithms. Moreover, the IT-UNet gets the second-highest
score on the SDR at 1.5 mm, and is only surpassed by the FARNet
with a decrease of 0.15%.

B. Results of Ablation Experiments

Fig. 6 presents the visual comparison of ablation study. No-
tably, the IT-UNet exhibits the most superior visual detection
performance. Moreover, it is observed that some landmarks
(green dots) predicted by IT-UNet w/o ITM or IT-UNet w/o
IDB deviate from the ground truth landmarks (red dots). Visual
results indicate that both the ITM and IDB are essential for our
IT-UNet.

Table V shows the quantitative MRE results of ablation study
on the SCMC DDH Dataset. In comparison to the IT-UNet,
the IT-UNet w/o ITM shows a decline in performance with
an increase of 0.0198 mm (about 4.22%) on the average MRE,
while the IT-UNet w/o IDB exhibits a growth of 0.0121 mm
(about 2.62%). These results indicate the importance of both the
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Fig. 5.

Visualization results of landmark detection by IT-UNet and other comparison algorithms. The red box in the original hip image represents

the area including critical anatomical structures. The red dot represents ground truth landmark while the green dot is the predicted landmark by DL
models. The yellow line between the red dot and green dot denotes the detecting errors of DL models.

TABLE |
QUANTITATIVE RESULTS OF DIFFERENT ALGORITHMS ON THE SCMC DDH DATASET WITH MRE (UNIT: MM)

. MRE (mm) |
Algorithm
L,(APP) L,(IEP) L5(LIP) L,(BRIP) Ls(ARJP) L¢(GLP) Avg

U-Net [12] 0.5264+0.0425  0.4938+0.0461 0.7330+0.0452  0.3794+0.0199  0.4007+0.0255  0.4204+0.0164  0.4923+0.0255
DM-ResNet [8] 0.5385+0.0362  0.5216+0.0578  0.6954+0.0530  0.3620+0.0114  0.3757+0.0258  0.4233+0.0426  0.4861+0.0262
HRNet [43] 0.5287+0.0531  0.5040+0.0597  0.7196+0.0375  0.4242+0.0853  0.4774+0.1188  0.4788+0.0928  0.5221+0.0607
UNet-++[13] 0.5098+0.0341  0.4999+0.0457  0.6741+0.0263  0.3642+0.0136  0.3851+0.0095  0.4034+0.0098  0.4728+0.0172
TransUNet [14] 0.577640.0301 0.5303+0.0399  0.7264+0.0715  0.3770+0.0128  0.3954+0.0195  0.4268+0.0225  0.5056+0.0258
FARNet [16] 0.541940.0284  0.5118+0.0502  0.6544+0.0273  0.3430+£0.0135  0.3705+0.0110  0.4022+0.0286  0.4706+0.0172
DA-TransUNet [44] 0.5063+0.0266  0.5068+0.0503  0.6675+0.0300  0.3589+0.0158  0.3748+0.0124  0.3951+0.0299  0.4682+0.0213
SCUNet++ [45] 0.5078+0.0303  0.5029+0.0455  0.6823+£0.0462  0.3749+0.0139  0.3871+0.0198  0.3902+0.0292  0.4742+0.0216
IT-UNet (Ours) 0.4830+0.0402  0.4603+0.0522  0.6590+0.0305  0.3471+0.0143  0.3688+0.0093  0.3779+0.0154  0.4494+0.0155

The bold values represent the best results.

proposed ITM and the IDB. Specifically, the removal of ITM in
IT-UNet results in an obvious decline in the MRE metric com-
pared with the IT-UNet, because the IT-UNet w/o I'TM cannot
effectively capture and learn spatial and global information in the
hip ultrasound images without the ITM. Similarly, the decreased
performance of IT-UNet w/o IDB also demonstrates that this
variant suffers from the issue of feature loss during the down-
sampling process in U-Net. Besides, compared to the CvT-UNet

that only integrates the Convolution Transformer (CvT) into
U-Net, the IT-UNet w/o IDB that still has ITM shows a reduction
of 0.0154mm on the average MRE (approximately 3.23%).
It indicates that although the CvT can capture the long-range
information from hip ultrasound images, the proposed ITM
can learn additional spatial information besides the long-range
dependencies, so as to further enhance feature representation.
On the other hand, the CvD-UNet utilizes convolutions with
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Visualization results of landmark detection by IT-UNet and the ablation variants. The red box in the original hip image represents the area

including critical anatomical structures. The red dot represents ground truth landmark while the green dot represents predicted landmark by DL
models. The yellow line between the red dot and green dot denotes the detection errors of DL models.

TABLE Il
QUANTITATIVE RESULTS OF DIFFERENT ALGORITHMS ON THE SCMC DDH
DATASET WITH SDR (UNIT: %)

. SDR (%) 1
Algorithm
0.5 mm 1.0 mm 1.5 mm

U-Net [12] 67.12+1.62 92.48+0.83 97.14+0.71
DM-ResNet [8] 68.64+2.13 91.14+1.41 96.29+0.59
HRNet [43] 66.55+2.64 91.33+1.12 96.29+0.85
UNet++ [13] 68.12+1.07 92.62+0.95 97.31+0.58
TransUNet [14] 67.57+1.25 91.79+0.98 96.45+0.62
FARNet [16] 68.29+0.65 92.62+0.89 97.12+0.71
DA-TransUNet [44] 69.60+0.92 92.17+0.61 96.71+0.84
SCUNet++ [45] 69.43+2.82 92.74+1.49 96.52+0.49
IT-UNet (Ours) 71.19+1.76 93.45+1.07 97.31+0.56

The bold values represent the best results.

stride 2 for downsampling in U-Net, and the IvID-UNet adopts
the Involution with Inception Downsampling block to replace
maxpooling in U-Net. It can be found the IT-UNet w/o ITM that
still has IDB decreases at least 0.0126 mm on the average MRE
compared to both IvID-UNet and CvD-UNet, which demon-
strates the effectiveness of the developed IDB in preserving
valuable details during the downsampling process.

Table VI further presents the results of ablation study on
the SDR values. It is notable that after removing the ITM
or IDB from the IT-UNet, all the three SDR values of the
IT-UNet w/o ITM and the IT-UNet w/o IDB decline compared
with the IT-UNet, suggesting the importance of both ITM and

IDB. In particular, after removing the proposed ITM, there is
a significant decrease in the value of SDR at 0.5mm, with a
reduction of 1.74%. It again indicates the effectiveness of the
ITM in capturing both the spatial and long-range information.
While compared with the CvT-UNet, the IT-UNet w/o IDB still
achieves superior performance on all three SDR values. More-
over, the IT-UNet w/o ITM also outperforms both CvD-UNet
and IvID-UNet. These results indicate the same conclusions as
mentioned above.

C. Generalization Analysis

To further evaluate the generalization of the proposed IT-
UNet, we used the 500 ultrasound images in the SCMC DDH
Dataset A as the training set, which were scanned by the LOGIQ
EO ultrasound device, and the other 200 images in the SCMC
DDH Dataset B were utilized as the testing set, which were
scanned by another ultrasound device (SIEMENS OXANA 2).

Table VII shows the quantitative results on the two metrics. It
can be found that the IT-UNet again achieves the best detection
results for almost all landmarks except the LIP, and gets the best
average MRE of 0.6479 mm. For the three SDR metrics, the
IT-UNet again outperforms all compared algorithms, achieving
the values of 55.92%, 84.25%, and 91.58%, on the correspond-
ing 0.5mm, 1.0mm, and 1.5mm. It improves at least 2.92%,
2.25%, and 0.36%, respectively, on the corresponding metrics.
All these experimental results demonstrate the effectiveness of
the proposed IT-UNet, which has superior generalization to all
the comparison algorithms.
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TABLE Il
QUANTITATIVE RESULTS OF DIFFERENT ALGORITHMS ON THE APCH DDH DATASET WITH MRE (UNIT: MM)

. MRE (mm) |
Algorithm
L,(APP) L,(IEP) L;(LIP) L,(BRIP) Ls(ARJP) L¢(GLP) Avg

U-Net [12] 0.5050+0.0213  0.4201+0.0093  0.4037+0.1226  0.6316+0.0406  0.4934+0.0368  0.3425+£0.0071  0.4661+0.0266
DM-ResNet [8] 0.5040+0.0319  0.3978+0.0221  0.4009+0.1099  0.6346+0.0374  0.4657+0.0337  0.3375+£0.0174  0.4567+0.0253
HRNet [43] 0.4743+0.0254  0.4100+0.0228  0.3763+0.1284  0.6580+0.0367  0.4711+0.0450  0.3438+0.0088  0.4556+0.0323
UNet++[13] 0.4508+0.0129  0.4003+0.0129  0.3900+0.1294  0.6336+0.0441  0.4725+0.0410  0.3489+0.0256  0.4493+0.0297
TransUNet [14] 0.5558+0.0140  0.4062+0.0144  0.3839+0.1097  0.6394+0.0418  0.4855+0.0558  0.3400+0.0071  0.4685+0.0261
FARNet [16] 0.4686+0.0145  0.4077+0.0231  0.3790+0.1090  0.6208+0.0319  0.4712+0.0252  0.3343+0.0076 ~ 0.4470+0.0193
DA-TransUNet [44] 0.4742+0.0123  0.3980+0.0130  0.3758+0.1197  0.6185+0.0385  0.4620+0.0386  0.3269+0.0053  0.4426+0.0270
SCUNet++ [45] 0.4631+0.0245  0.4010+£0.0117  0.3779+£0.1181  0.6180+£0.0356  0.4444+0.0176  0.3391+0.0064  0.4406+0.0243
IT-UNet (Ours) 0.4458+0.0168  0.3947+0.0273  0.3619+0.1034  0.6057+0.0439  0.4399+0.0245  0.3213+0.0179  0.4282+0.0206

The bold values represent the best results.

TABLE IV
QUANTITATIVE RESULTS OF DIFFERENT ALGORITHMS ON THE APCH DDH
DATASET WITH SDR (UNIT: %)

. SDR (%) 1
Algorithm
0.5 mm 1.0 mm 1.5 mm

U-Net [12] 67.72+0.92 93.56+0.35 98.10+0.21
DM-ResNet [8] 70.24+0.62 93.16+0.39 97.69+0.41
HRNet [43] 69.31+1.47 93.21+0.58 97.92+0.23
UNet++ [13] 70.12+1.81 93.73+0.45 98.05+0.22
TransUNet [14] 69.25+1.32 92.42+0.31 97.44+0.19
FARNet [16] 70.22+1.18 93.85+0.33 98.29+0.18
DA-TransUNet [44] 71.13+1.37 93.77+0.46 98.12+0.18
SCUNet++ [45] 70.08+0.66 93.80+0.33 98.09+0.25
IT-UNet (Ours) 72.19+1.60 94.25+0.43 98.14+0.24

The bold values represent the best results.
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Fig. 7. Average running time of different algorithms to detect the hip

landmarks from one ultrasound image.

D. Computational Complexity and Running Time

Fig. 7 shows the average running time of different algorithms
to predict one ultrasound image during the testing stage. It can be
found that the proposed IT-UNet costs only 59.5ms to detect the
hip landmarks from a signal ultrasound image, which is located
at the middle level among all algorithms.

Table VIII further gives the model parameters (Params) and
floating point operations (FLOPs) of different algorithms for hip
landmark detection. It is observed that the IT-UNet has a slightly
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Fig. 8. CAMs of tracking the GLP hip landmark from each layer in the
proposed IT-UNet.

higher computational cost, with the values of 181.999M Params
and 94.411G FLOPs. However, as shown in Fig. 7, it still has an
acceptable running time during the testing stage.

E. Visualization of CAMs in IT-UNet

Fig. 8 further illustrates a series of class activation maps
(CAMs) [46], which are obtained by tracking one hip landmark
(GLP is chosen in Fig. 8) from each layer in the proposed
IT-UNet. The CAMs can allow us to understand which parts
of the input image the model focuses on when making predic-
tions. It is worth noting that the IT-UNet emphasizes texture
information in the shallow down layers, such as Down Layer 1
and Down Layer 2. As the network progresses, the highlighted
areas in the CAMs gradually narrow down, indicating a shift
in focus towards more localized information. Notably, follow-
ing the integration of the developed Involution Transformer
layer, our IT-UNet exhibits a broader focus, capturing additional
positional and global information within the hip image. This
intriguing observation underscores the effectiveness of the In-
volution Transformer module in capturing both positional and
global context. During the upsampling process, the IT-UNet
progressively shifts its attention towards the neighborhood of
the GLP landmark. The final CAM vividly illustrates our I'T-
UNet’s concentration on the neighborhood of the GLP landmark,
which serves as a crucial cue for predicting the coordinates
of the hip landmark. This comprehensive visualization of the
CAMs offers a clear window into the decision-making process
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TABLE V
QUANTITATIVE RESULTS OF ABLATION STUDY ON THE SCMC DDH DATASET WITH MRE (UNIT: MM)

. MRE (mm) |
Algorithm
L,(APP) L,(IEP) L3(LIP) L,(BRIP) Ls(ARJP) L¢(GLP) Avg

U-Net 0.52644+0.0425  0.4938+0.0461  0.7330+0.0452  0.3794+0.0199  0.4007+0.0255  0.4204+0.0164  0.4923+0.0255
CvT-UNet 0.52584+0.0623  0.4999+0.0618  0.6872+0.0383  0.3590+0.0140  0.3899+0.0065  0.3998+0.0206  0.4769+0.0274
CvD-UNet 0.5266+0.0369  0.4915+0.0438  0.6914+0.0253  0.3760+0.0202  0.4002+0.0153  0.4053+0.0249  0.4818+0.0188
IvID-UNet 0.5198+0.0483  0.4963+0.0590  0.7098+0.0501  0.3772+0.0097  0.4054+0.0095  0.4073+0.0092  0.4860+0.0210
IT-UNet w/o IDB 0.4875+0.0388  0.4750+0.0550  0.6617+0.0416  0.3614+0.0185  0.3931+0.0090  0.3902+0.0149  0.4615+0.0223
IT-UNet w/o ITM 0.5049+0.0313  0.4816+0.0423  0.6630+0.0260  0.3712+0.0118  0.3986+0.0061  0.3960+0.0205  0.4692+0.0149
IT-UNet (Ours) 0.4830+0.0402  0.4603+0.0522  0.6590+0.0305  0.3471+0.0143  0.3688+0.0093  0.3779+0.0154  0.4494+0.0155

The bold values represent the best results.

TABLE VI
QUANTITATIVE RESULTS OF ABLATION STUDY ON THE SCMC DDH DATASET
WiTH SDR (UNIT: %)

. SDR (%) 1
Algorithm
0.5 mm 1.0 mm 1.5 mm

U-Net 67.12+1.62 92.48+0.83 97.14+0.71
CvT-UNet 68.74+1.97 92.76+1.06 97.12+0.71
CvD-UNet 68.12+1.68 92.40+1.01 96.91+0.76
IvID-UNet 68.38+1.72 92.90+0.34 96.93+0.89
IT-UNet w/o IDB 70.38+2.10 92.98+0.89 97.29+0.79
IT-UNet w/o ITM 69.45+1.01 93.02+0.56 97.17+0.59
IT-UNet (Ours) 71.19+1.76 93.45+1.07 97.31+0.56

The bold values represent the best results.

of our hip landmark detection model, reaffirming its robust
interpretability.

VI. DISCUSSION

In this work, we propose an IT-UNet model to detect six
critical anatomical landmarks in hip ultrasound images for sub-
sequent DDH diagnosis. The experimental results on two DDH
datasets demonstrate the effectiveness of the proposed I'T-UNet.

It is well known that ultrasound images are prone to various
factors of variability during image acquisition, such as operator
experience, type of device and transducer, probe orientation,
different parameters, patient condition, which make the images
significant different [47]. Therefore, it is important for the
ultrasound-based CAD to have good generalization. To this end,
we evaluate the performance of the proposed IT-UNet on two
DDH datasets from different hospitals. As shown in Fig. 5, there
ultrasound images have obvious visual difference. Although the
diversity of ultrasound images increases the difficulties to accu-
rately detect six landmarks, the proposed IT-UNet consistently
outperforms all the comparison algorithms on both datasets.
Moreover, the results of generalization study in Table VII in-
dicate that the IT-UNet has superior generalization to other
algorithms, mainly due to the proposed ITM and IDB.

In this work, a novel ITM is proposed to combine the
long-range modeling capability of Transformer and the posi-
tional awareness of involution. The ITM specially generates
the query, key, and value vectors by the involution projection,
which can incorporate the spatial information into each token.
Meanwhile, the FFN is further improved by involution layers

with the SE-Network [38], which aims to fuse the hierarchical
spatial features and channel-wise information. By introducing
the ITM into the U-Net network, the model can well learn
both the spatial-related and long-range feature representations
to further improve the detection performance. Specifically, the
proposed IT-UNet outperforms the previous hip landmark de-
tection algorithm for DDH with ultrasound images in [8], which
is also an encoder-decoder architecture with a specially de-
signed dependency mining module for capturing long-range
information within hip images. We think that the proposed
ITM can capture more long-range information than the depen-
dency mining module in [8]. Moreover, compared to other U-
Net-based algorithms, including the original U-Net, UNet++-,
TransUNet, DA-TransUNet, and SCUNet++, the proposed
IT-UNet also achieves the best detection performance, mainly
because it integrates the ITM into U-Net for enhancing feature
representations.

Although the embedded ITM in IT-UNet can effectively cap-
ture the long-range and spatial information in hip ultrasound
images, it inevitably increases the computational complexity.
The higher values of Params and FLOPs then lengthen the
training time. However, the proposed IT-UNet requires only
about 0.06s to predict six landmarks from one hip ultrasound
image during the testing stage. Moreover, it also achieves the
best detection accuracy compared to other algorithms. There-
fore, the proposed I'T-UNet has a superior trade-off between the
accuracy of hip landmark detection and running time. Moreover,
the model can be further optimized for faster runtime through
deployment strategies, such as model pruning and quantization,
S0 as to be more suitable for the real-time applications in clinical
practice.

On the other hand, the encoder-decoder architecture generally
suffers from the issue of fine-grained information loss during
downsampling process. Existing methods demonstrate the effec-
tiveness of replacing traditional maxpooing with convolutions
[18]. Thus, considering the importance of positional information
of landmarks in hip ultrasound images, a new IDB is developed
by combining the involutions and convolutions. The Involutions
in the IDB are adopted to reduce the dimensionality of input
feature maps, which can preserve the valuable and detailed infor-
mation. The results in Tables V and VI indicate the effectiveness
of IDB. Moreover, both the ITM and IDB significantly contribute
the improvement of the proposed IT-UNet on the landmark
detection task.
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TABLE VI
QUANTITATIVE RESULTS OF GENERALIZATION STUDY ON MRE AND SDR
. MRE (mm) | SDR (%) 1
Algorithm
L(APP) L,(IEP) Ly(LIP) L, BRIP) Lg(ARJP) Lg(GLP) Avg {05mm 1.0mm 1.5mm
U-Net [12] 0.7001 0.5895 1.4040 0.4450 0.4809 0.4707 0.6817 53.00 80.67 91.08
DM-ResNet [8] 0.8662 0.7501 1.6099 0.5076 0.5439 0.6244 0.8170 39.00 73.25 88.17
HRNet [43] 0.7104 0.6125 1.3394 0.4548 0.5029 0.5641 0.6974 48.42 82.00 91.08
UNet++ [13] 0.7062 0.6080 1.3153 0.4537 0.4903 0.5224 0.6826 49.00 81.83 91.22
TransUNet [14] 0.8007 0.6815 1.4505 0.4674 0.5184 0.5221 0.7401 45.17 79.75 90.25
FARNet [16] 0.7330 0.6351 1.3379 0.4507 0.4932 0.5210 0.6951 48.67 80.75 90.92
DA-TransUNet [44] 0.8040 0.5978 1.3154 0.4431 0.4863 0.5049 0.6919 49.17 81.25 90.90
SCUNet++ [45] 0.8157 0.6922 1.5869 0.4812 0.5066 0.5306 0.7689 43.50 76.33 88.33
IT-UNet (Ours) 0.6531 0.5516 1.3170 0.4316 0.4802 0.4539 0.6479 55.92 84.25 91.58
The bold values represent the best results.
TABLE VI should be further evaluated. For example, the nuclei detection
PARAMS AND FLOPS OF D'FFERE?EETAI‘SSOR'THMS FOR HIP LANDMARK task in histopathological whole slide images with huge sizes is
very difficult, we should improve the efficiency and effectiveness
of IT-UNet on such a complex task. Moreover, since the IT-UNet
Model Params M) _FLOPs (G) is developed for landmark detection in 2D ultrasound images, it
U-Net [12] 6.823 48.707 currently cannot be directly applied to 3D medical images. Thus,
DM-ResNet [8] 46.790 99.810 we will improve the IT-UNet for more landmark detection tasks
HRNet [43] 63.558 334.136 in different imaging modalities in future work.
UNet++ [13] 9.163 34.914
TransUNet [14] 66.831 33.710 VIl. CONCLUSION
FARNet [16] 61.191 18.334 . .
DA-TransUNet [44] 04511 33087 In conclusion, we propose a novel Involution Transformer
SCUNet+ [45] 43541 16.858 based U-Net netyvoﬂ.( (IT-UNet) to promotf: the perforn}ance of
IT-UNet (Ours) 181,999 04411 landmark detection in the hip ultrasound images. Particularly,

In fact, the spatial-specific characteristic of involution oper-
ation makes it have significant value in exploring the spatial
information in neural networks. Existing works have demon-
strated its effectiveness by introducing the involution operation
into the CNN, multilayer perception, and attention models for
various vision tasks [24], [25], [26], [27], [28]. We believe that
the involution has the feasibility to be integrated into other
effective networks, such as graph neural networks (GCN), dif-
fusion model, and recently proposed Mamba model [48], so as
to further improve their feature representations. In future works,
we will study the Involution-based GCN to explore more spatial
relations among landmarks to further improve the landmark
detection accuracy for hip ultrasound images.

Furthermore, the proposed IT-UNet also has promising fea-
sibility for other landmark detection tasks in different medical
imaging modalities, such as hip X-ray landmark detection [49],
cephalometric landmark detection [50], and spine posterior cor-
ner detection [51]. In fact, we think that the proposed IT-UNet
has the potential to replace the U-Net based landmark detection
models, or the developed ITM and IDB can be integrated into
other U-Net based models to further improve the detection
performance. In future work, we will apply the IT-UNet to more
landmark detection tasks to extend its application.

Despite the effectiveness of IT-UNet in this work, it still has
room for improvement. The IT-UNet only detects six landmarks
in this work, and its performance to detect more landmarks

an Involution Transformer module is developed to capture both
spatial-related information and long-range dependencies around
hip landmarks. Meanwhile, the Involution Downsampling block
is specifically designed to reduce the loss of valuable information
in ultrasound images. The experimental results demonstrate the
effectiveness of the proposed IT-UNet on two real-world datasets
of infantile DDH, indicating its potentially clinical application.
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