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Introduction

We propose a Stereo Super-Resolution and Disparity Estimation 

Feedback Network (SSRDE-FNet) that jointly handles the two tasks 

in a unified framework and interact them for mutual boosting.

Besides leveraging the cross-view infomation explored by disparity 

estimation in LR space, we perform disparity estimation in the HR 

space to overcome the accuracy limitation of LR correspondence and 

better guide the stereo SR.

To achieve a more essential facilitation, we propose the HR Disparity 

Information Feedback (HRDIF) mechanism that feeds the aggragated 

HR features and the HR disparity back to previous layers for the 

refinement of low-level features in the SR process.

Method

SSRDE-FNet is essentially a recurrent network which contains two 

dual recursive sub-networks for left and right views. Each iteration 

involves two SR reconstruction steps and two disparity steps.

Figure 1: The framework of SSRDE-FNet.

Figure 2: Illustration of HR disparity estimation module.

Figure 3: Illustration of our HR disparity information feedback(HRDIF) mechanism.

Stereo SR Results

Figure 4: Qualitative results(×2) on image “motorcycle” from Middlebury dataset.

Figure 5: Qualitative results(×4) on image “testing 2” from Flickr1024 dataset.

Table 1: Quantitative results of different methods on KITTI 2012, KITTI 2015, Middlebury, and 
Flickr1024 datasets. #P represents the number of parameters of the networks. 

Table 2: Ablation study on different settings of SSRDE-FNet on Middlebury. The average 
PSNR and SSIM score of the SR left and right images are shown.

Disparity Estimation Results

Table 3: Average disparity EPE (lower is better) on KITTI 2012 and 2015 for 4x SR.

Figure 6: Visual result of the disparity map on KITTI 2015.

Table 4: Disparity accuracy improvements during inference on KITTI 2012 and 2015.


