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Background
Single Image Deraining (EEBRER) :

Single image deraining (SID) aims to reconstruct a visually pleasing image from its
corresponding rain-streaks degraded image. B8 &2 2T 5 16\ EAH M. 1 S 80R
LR B 4 NP i B -
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Background
Single Image Deraining (EERE/)

Single image deraining is important for many high-level computer vision tasks since
the rain streaks can severely degrade the visibility of images, thereby affecting the

recognition and analysis of the image.

1. The quality of the image will affect the analysis of the image.
2. Affect the accuracy of object detection and image segmentation.
3. Affect the accuracy of security monitoring equipment.

4. Affect autonomous driving. (Extreme weather)




Background

How to reconstruct high-quality rain-free images?
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Background

How to reconstruct high-quality rain-free images?

Traditional Methods:

* focused on exploring the physical properties of the rain and

background layers (L £ TR % WAIE 52 R HLERA)

* various priors have been proposed to regularize and separate them
(B PhoCE R S e B el
v' layer priors with Gaussian mixture model (GMM)
v'discriminative sparse coding (DSC)
v’ sparse representation
The physical model is very complex and has poor versatility.

Require complex iterative optimization to find the best solution.
The result is not satisfactory.
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Background
DL-based Methods:

DerainNet, first CNN-based model for image deraining.

feature maps feature maps
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Background
DIL.-based Methods:

Recurrent Squeeze-and-Excitation Context Aggregation Net
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Background
DIL.-based Methods:

Joint Rain Detection and Removal from a Single Image.

it
P1, DF=1

Input (O)

Recurrent Recovery

More DL-based models: https://www.jiqizhixin.com/articles/2020-06-29-7




Background
DIL.-based Methods:

* End-to-end model, simple and efficient.
* Good results.

However...

* Most methods predict rain streaks via the built CNN model and
then subtract rain streaks from rainy images to get the final output.
But the density of rain streaks varies leads to excessive or
insufficient removal of rain streaks, resulting in incomplete
structural information of the reconstructed images.

* They pay less attention to learning the structure of obJectsand
1gnore the importance of 1image prior. @g
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Motivation

Prior-guided image deraining:

S ————

~

SPDNet directly generates high-quality rain-free images with clear and
accurate structures under the guidance of RCP but does not rely on any
rain-generating assumptions. '
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Related Work

Total Variation (TV) prior will smooth texture details in the restored images.

Sparse prior 1s usually difficult to model because it requires other domain knowledge.
Edge prior 1s difficult to obtain from the rainy image since the off-the-shelf edge
detectors are sensitive to the rain streaks.

Residue Channel Prior (RCP, 7 35 5% 22 S 15

Residue channel prior (RCP) show clear structures even extracted from the rainy image.

Compared with other priors, RCP is the residual result of the maximum channel value
and minimum channel value of the rainy image, calculated without any additional
parameters.




Related Work

Residue Channel Prior (RCP, i 5 7% 25 S 56)

RCP 1s the residual result of the maximum channel value and
minimum channel value of the image.

P(z) = max O°(x) — min O%(x)

cer,g,b der,g,b

A. Rainy Image B. RCP of A

Figure 2: B is the residue channel prior (RCP) extracted
from the rainy image. Obviously, even the RCP is extracted
from the rainy image, it still contains clear structures.




Related Work

Residue Channel Prior (RCP, i 5 7% 25 S 56)

This ECCV 2018 paper, provided here by the Computer Vision Foundation, is the author-created version.
The content of this paper is identical to the content of the officially published ECCV 2018
LNCS version of the paper as available on SpringerLink: https://link.springer.com/conference/eccv

Robust Optical Flow in Rainy Scenes*

Ruoteng Li!, Robby T. Tan':2, and Loong-Fah Cheong!

! National University of Singapore
2 Yale-NUS College




Related Work

Residue Channel Prior (RCP, 7/ 5 5% 25 55 56)

The colored-image intensity of a rain streak image can be expressed as (Fj5c4(

MR BR (ik BE T LR 7S 9):
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Related Work

Residue Channel Prior (RCP, i 3 5% 2 5515

When employing any an existing color constancy algorithm to estimate o

(4 E AT BT BB (A B SRk Al T o B):

O(x)

87

O) = =2 = O, ()i + Opy(2)

Ors — tﬁrsB- 1 = (17131)T Obg — (T_t)R/a

When we normalize the image, the light chromaticity will be cancelled and the color
effect of the spectral sensitivities will also be cancelled (24 Ff 1%} E & #4715 —1b

I > e SPERTE - Ui REUE A R AR S B TH)

P(z) = max O°(z) — min O%x)
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Related Work
Residue Channel Prior (RCP, i 3 5% 2 5515

Due to the rain streak term is achromatic(JH4</Jo /3% ), whose values
are canceled when employing color constancy, residue channel prior can
be free from rain streaks.

Since the dominant gray atmospheric light 1s generated by a cloudy sky,
the appearance of rain streaks is already achromatic in most cases. Based
on this observation, RCP can extract a more complete and accurate object
structure.

T EERROROCR B2 =W RZE AR > RIRTER 22U G
T MSRGSIM E L2 TR o FTRXMUE > RCP A LI HX
B I SERE RNV RA Y X R S5 44
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Method

We explore the importance of residue channel prior (RCP) for rain
removal and propose a Structure Preserving Deraining Network (SPDNet)
with RCP guidance. Extensive experimental results show that SPDNet
achieves new state-of-the-art results.

We design a Wavelet-based Multi-Level Module (WMLM) as the
backbone of SPDNet to learn the background of the area covered by the
rain streak.

We propose an RCP extraction module and an Interactive Fusion Module
(IFM) for RCP extraction and guidance, respectively. Meanwhile, an
iterative guidance strategy 1s designed for progressive image
reconstruction.




Method-SPDNet
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Figure 3: The overall architecture of the proposed Structure-Preserving Deraining Network (SPDNet).

SPDNet uses the wavelet-based feature extraction backbone as the main
structure and introduces a residue channel prior (RCP) guided mechanism for
structure-preserving deraining.




Method-SPDNet

e Wavelet-based Feature Extraction Backbone
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Method-SPDNet

Wavelet-based Feature Extraction Backbone:

BTN AL 2 2 AR (WMLM)
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Figure 4: The architecture of the proposed Wavelet-based
Multi-Level Module (WMLM).




Method-SPDNet

RCP Guided Structure-Preserving Deraining:

Residue Channel Prior (RCP, fiE F £ = 171

L
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P(x) = max O°z) — min O%x).
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Method-SPDNet

RCP Guided Structure-Preserving Deraining:

Interactive Fusion Module (IFM, 32 H. 3B & L)

The background of RCP i1s similar to the rainy image, the similarity map S can also
highlight the feature information in the prior features, thereby further strengthening the

similar structure of the prior feature. RCPHE =ZMUT IR > A E RIS A] LL2E H
SIS AR P I EHE S S > NI 32— s Se L6 R AR R AH L 45 4

Rainy Image ‘ A

L Feature ‘ v | _
‘ 3% 3 v
Sigmoid (C Fusion Feature
% A
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Prior Feature >\l/ =4
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~ S = Sigmoid(F, @ F,), Fo=F2 + Fo,
Fo = ConlFy); _ .
-FOS:(S‘@FO, Fp:fp—l_fp,

f = CO’R’U(Fp), f; — S R fp: f — COnCQt(fo;fp)a




Method-SPDNet

RCP Guided Structure-Preserving Deraining:

Iterative Guidance Strategy (3£ /%35 55K 1)

Skip-connection
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Method-SPDNet

Loss Function:

2

B, —B|| , i=1,23.

L:z]

Where, B denotes the rain-free image(GT) and B; denotes
output results in different stage.
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Experiment

. Rain200L Rain200H Rain800 Rain1200 SPA-Data
Methods Param Time

128 x 128 PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
GMM|24] — 27961s 28.66 0.8652 14.50 04164 2571 0.8020 25.81 0.8344 34.30 0.9428
DSC[27] — 7.947s 27.16 0.8663 14.73 0.3815 22.61 0.7530 24.24 0.8279 34.95 0.9416
DDNI[ ] 0.06M 0.278s 34.68 0.9671 26.05 0.8056 25.87 0.8018 30.97 0.9116 36.16 0.9463
RESCAN[23] 0.15M 0.016s 36.09 0.9697 26.75 0.8353 26.58 0.8726 33.38 0.9417 38.11 0.9707
PReNet[31] 0.17M 0.012s 37.70 0.9842 29.04 0.8991 27.06 0.9026 33.17 0.9481 40.16 0.9816

DCSFEN[34] 6.45M 0.253s 39.37 0.9854 29.25 0.9075 28.38 0.9072 3431 0.9545 — —_
DRDNet[6] 2.72M 0.069s 39.05 0.9862 29.15 0.8921 28.21 0.9012 34.02 0.9515 40.89 0.9784
RCDNet[37] 3.17TM 0.068s 39.87 0.9875 30.24 0.9098 28.59 0.9137 34.08 0.9532 41.47 0.9834
SPDNet(Ours) 3.04M 0.055s 40.59 0.9880 31.30 0.9217 30.21 0.9152 34.57 0.9561 43.55 0.9875

Table 1: Quantitative experiments evaluated on four recognized synthetic datasets. The best and the second best results have

been boldfaced and underlined.
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Figure 7: Image deraining results tested in the synthetic datasets. The first row is rainy image, the output of different methods,
and GT. The second row is the zoom results of the red window. It is obvious that SPDNet can reconstruct rain-free image

with clearer structure.




Experiment

(a) (b) (c)

Figure 6: Comparison between the RCP of rainy images
and the RCP of output results. (a) 1s rainy images, (b) 1s the
RCP of rainy images, and (c) is the RCP of output results.
It 1s obvious observed that the structure of RCP of output
results 1s more obvious than rainy images.




Experiment

RESCAN PReNet DRDNet DCSFN RCDNet SPDNet

NIQE] 3.7774 3.5891 3.8719 3.5326 3.5567 3.4603
PI,  2.8069 2.7045 2.8980 2.6427 2.6946 2.6254

Table 2: Performance comparison on real-world dataset. |

al 1 F al 1 1 11 s DR 1

Rainy image RESCAN PReNet DRDNet DCSEN RCDNet SPDNet

Figure 8: Image deraining results tested in the real-world dataset. The first row is rainy image and the output of different
methods. The second row is the zoom results of the red window.




Experiment

Try the API | Try the API i ipe
Google API Object Recognition
c
Objects Labels Text Properties Safe Search Objects Labels Text Properties Safe Search E Re su Its
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Figure 9: The deraining results are tested on the Google Vision API. a: object recognition result in the real-world rainy
image, b: object recognition result after deraining by our proposed model, and c: the averaged confidences in recognizing
rain from 30 sets of the real-world rainy images and output results of different methods. The lower averaged confidences, the
better performance of deraining.
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Ablation Study

o Fusion method o Rain200H
IFM Concat PSNR SSIM
w/o IFM v 4 31.05 0.9167
w/o Ensemble Vv 30.98 0.9142
SPDNet v v 31.30 0.9217

Table 3: Ablation study on different settings of SPDNet on
Rain200H.




Ablation Studv

Iteration = RCP Update = PSNR  SSIM

0 30.56  0.9144
1 30.82 09161
2 v 31.04  0.9197
3 v 31.30  0.9217
3 3112 0.9191

Table 5: Explore the influence of RCP on Rain200H. RCP
Update means whether to use the iterative guidance strat-
egy to update RCP and Iteration means the number of RCP
guidance.

Iteration—=2 Iteration=3 (SPDNet)

Figure 10: Comparison results on different numbers of RCP
guidance. Obviously, compared with the method without
RCP, the methods using RCR guidance can reconstruct the
high-quality image with a clear and accurate structure.
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Conclusion

We proposed a Structure-Preserving Deraining Network (SPDNet) with residue
channel prior (RCP) guidance.

An effective WMLM is proposed as the backbone to fully learn the background
information.

The RCP is introduced as reference information to guide the learning of WMLM,
and [FM is designed to make full use of the RCP information.

An iterative guidance strategy are proposed for structure preserving deraining.

Code : https://github.com/Joyies/SPDNet
Homepage: https://junchenglee.com/projects/ICCV2021 SPDNet
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