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Introduction & Motivation

Single Image Super -Resolution (SISR) aims to r econstruct a super -r esolution (SR) 

image fr om its degr aded low-r esolution (LR) one, which is r eceiving incr easing 

attention in academia and industry. 

What is SISR ?

What is the role of SISR ?

SISR has been widely used for  computer  vision tasks such as medical image 

enhancement, video super r esolution, and facial illusion. The quality of SR images 

largely affects the accuracy of image recognition and segmentation tasks. 
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How to reconstruct SR images ?



SRCNN / VDSR / SRResNet / EDSR / RDN / MSRN / RCAN

SRNet
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LR

HR/SR

How to reconstruct SR image ?

training
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Chao Dong, Chen Change Loy, Kaiming He, and Xiaoou Tang. 
Learning a deep convolutional network for image super resolution.

SRCNN
Jiwon Kim, Jung Kwon Lee, and Kyoung Mu Lee. Accurate
image super-resolution using very deep convolutional networks.

VDSR

Christian Ledig, Lucas Theis, Ferenc Huszar, Jose Caballero, Andrew Cunningham.Photo-
Realistic Single Image Super-Resolution Using a Generative Adversarial Network

SRResNet
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RDN
Yulun Zhang, Yapeng Tian, Yu Kong, Bineng Zhong, Yun Fu. 
Residual Dense Network for Image Super-Resolution

Yulun Zhang, Kunpeng Li, Kai Li, Lichen Wang, Bineng Zhong, and Yun Fu.
Image Super-Resolution Using Very Deep Residual Channel Attention Networks.

RCAN

MSRN
Juncheng Li, Faming Fang, Kangfu Mei, Guixu Zhang. 
Multi-scale Residual Network for Image Super-Resolution
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SRCNN, 3 layers
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The deeper, the better ?

EDSR, 65+ layers

VDSR, 20 layers

3

RDN, 145+ layers

RCAN, 800+ layers
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Channel attention mechanism necessary for SISR ?

Jie Hu, Li Shen, Gang Sun.Squeeze-and-Excitation Networks.

Squeze-and-Excitation / Channel Attention, SENet
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Real DataUnresolved tasksSISR

Previous works on simulating degradation models still meaningful ?

RealSR:
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How to design a network with infinite possibilities ?

The fractal  s tructure was proposed by 
B.B.Mandelbrot in 1973, which is usually 
de f ined  as  “a  rough  o r  f r agmenta ry 
geometry, it can be divided into several parts, 
and each part is (at least approximately) an 
overall reduced shape”. It has the following 
characteristics: 

(a). self similar ity
(b). infinitely fine structure 
(c). can be defined by a simple method and 
generated by recursion and iteration. 
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1、We aim to explore a lightweight and accurate SISR framework.

2、We aim to simplify the design of network structure by introducing the fractal structure.

Motivation:

Contribution:

A. We propose a fractal module (FM) to simplify the model design, which can generate an infinite number 
of new structures via a simple component.  Meanwhile, the fractal structure can be easily integrated with 
modern modules to create unlimited possibilities.

B. We develop a Super Resolution Recursive Fractal Network, which introduces the fractal module and 
recursive learning mechanism to maximize the model performance.

C. SRRFN achieves superior results with fewer parameters and faster execution time. Especially, it 
achieves state-of-the-art results in BD and DN degrade models.
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Loss function：
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Fractal Module (FM)：
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Recursive Mechanism (RM)：
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Integration with Modern Modules：

ResBlock, EDSR MemoryBlock, MemoryNet

ResdualDenseBlock, RDNMulti-scale Block, MSRN

ResBlock, SRResNet
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BI：
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BI：

BD：

DN：
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RCAN & SRRFN：

Quantitative comparisons (PSNR/SSIM, Parameters, and Execution time) with RCAN
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Study of Fractal Depth (D)  &  Recursive Stage (S)：
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Model Size and Execution Time：
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Conclusion

We proposed a Super-Resolution Recursive Fractal Network (SRRFN). This is a 
lightweight and accurate SR framework. 

SRRFN introduces the fractal module (FM) for feature extraction and uses 
recursive mechanism for recursive residual learning, which achieves competitive 
results with fewer parameters and faster execution time. 



Investigation & Discussion

1、The fractal module can greatly simplifies 

t h e m od el d esign  a n d  ca n  con st r u ct  a n 

in fin ite var iety of topologica l st r uctu r es 

through a simple basic component. 

2、These topologies st r uctu r e p r ovide a 

large number  of search paths that enable the 

network to extr act abundant image features 

to reconstruct high-quality SR images.

1、Which module to choose as 

the basic component ?

2、How to set the fr actal depth 

(D) as the final model depth?

AutoML + Fractal Module

Benefits of SRRFN: Limitations of SRRFN:
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