
华东师范大学 

SEEK TRUTH. FOSTER ORIGINALITY AND 
LIVE UP TO THE NAME OF TEACHER

East China Normal University

Juncheng LI （李俊诚）
2020.12.21



Introduction

Name：Juncheng LI (李俊诚)

Supervisor：Guixu Zhang (张桂戌) & Faming Fang (方发明)

HomePage：junchenglee.com

Research：Computer Vision、Image Processing 

Applic
ation

Low-Level Vision

Image Super-Restoration
Image Denoising
Image Dehazing
Image Deblurring
Image Enhancement

High-Level Vision

Image Classification
Image Segmentation
Image Stitching
Object Detection
Crowd Counting

Learning Strategy

Generative Adversarial Learning

Weakly Supervised Learning

Meta Learning

Theore
tical



Exploration and Construction of 
Lightweight Image Restoration Model



Introduction01

Motivation02

SeaNet & MLEFGN04

Summary05

Discussion06

MSRN & MDCN03



01
Introduction



Introduction

What is image restoration?

Image Restoration (IR) aims to reconstruct visually pleasing high-quality (HQ) images 

from degraded low-quality (LQ) images (such as low-restoration images, noisy images, 

compressed images, and blurred images), which is important for high-level computer 

vision tasks and has been widely used in security surveillance, autonomous driving, 

and medical image processing.



Single Image 
Super-Resolution

（图像超分辨率）

Single Image 
Denoising

（图像去噪）

Introduction



Single Image 
Dehazing

（图像去雾）

Single Image 
Deblurring

（图像去模糊）

Introduction



Degraded image

Traditional methods

High-quality images

Deep learning-based methods

How to reconstruct high-quality images?

Introduction



CNN-based model, such as SRCNN/ VDSR/ DnCNN. 

DNN
（深度神经网络）

Training Datasets

Introduction
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DeblurGAN SRCNN

VDSR SRResNet

Motivation



Motivation



The problems faced by these models:

The size of the model becomes larger and larger, the number of parameters becomes 
more and more, and the structure of the model becomes more and more complex.

Motivation

More Training Datasets.
More Training Skills
More Training Time.
More Storage Space.
More Execution Time.
More Computing Resources.

Fewer Application Scenarios.



Exploring lightweight image restoration model is essential !

Motivation

• Making full use of the features of the input image.

• Designing more effective feature extraction modules.

• Introducing image priors to guide image reconstruction.

• Exploring more effective coaching and training strategies.



Motivation

• Multi-scale Residual Network for Image Super-Resolution. 
     ECCV, 2018 (Top CV Conference，157 Citations，213 Star in GitHub)
• Lightweight and Accurate Recursive Fractal Network for Image Super-Resolution. 
     ICCV Workshop, 2019 (Oral Presentation)
• HighEr-Resolution Network for Image Demosaicing and Enhancing.
     ICCV Workshop, 2019 (ICCV-AIM2019 Winner)
• Luminance-aware Pyramid Network for Low-light Image Enhancement.
     IEEE Transactions on Multimedia (IEEE TMM), 2020.
• Multi-level Edge Features Guided Network for Image Denoising.
     IEEE Transactions on Neural Networks and Learning Systems (IEEE TNNLS), 2020.
• Soft-edge Assisted Network for Single Image Super-Resolution.
     IEEE Transactions on Image Processing (IEEE TIP), 2020.
• MDCN: Multi-scale Dense Cross Network for Image Super-Resolution.
     IEEE Transactions on Circuits and Systems for Video Technology (IEEE TCSVT), 2020.



Motivation

Construction of image restoration model based on multi-scale feature fusion:
• Multi-scale Residual Network for Image Super-Resolution. 
     MSRN, Image Super-resolution. 
• MDCN: Multi-scale Dense Cross Network for Image Super-Resolution.
     MDCN, Image Super-resolution,  Improved version of MSRN.

Construction of image restoration model based on edge priors guidance:
• Soft-edge Assisted Network for Single Image Super-Resolution.
     SeaNet, Image Super-resolution. 
• Multi-level Edge Features Guided Network for Image Denoising.
     MLEFGN, Image Denoising.
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MSRN & MDCN



https://github.com/MIVRC/MSRN-PyTorch

SISR：The task aims to reconstruct a High-Resolution (HR) 
image from a Low-Resolution (LR) image.

MSRN & MDCN



The process of image restoration.

LR
Image

Image 
Reconstruction

HR
Image

Feature 
Extraction

MSRN & MDCN



The evolution process of image feature extraction.

MSRN & MDCN

Layer Block Module



MSRN & MDCN



Deepth Width

Original
information

Feedforward
information

Scale

New Dimension

MSRN & MDCN



Objects show different details and features in different scale spaces and we can usually 
observe different features at different scales.

MSRN & MDCN



In computer vision, scale is always a big issue, and small objects and 
large-scale objects often seriously affect performance.

Generally speaking, smaller/dense sampling can see more details, and 
larger/sparser sampling can see the overall trend.

MSRN & MDCN



How to extract and utilize multi-scale image features?
                         --- Change the size of the local receptive field.

Different resolution, same 
convolutional kernel

Same resolution, different 
convolutional kernel

Multi-scale
image feature

Feature
Fusion

MSRN & MDCN



Feature Pyramid

By changing the resolution of the input 
image to obtain different scale image 
and multi-scale image features are 
o b t a i n e d  b y  a p p l y i n g  t h e  s a m e  
convolutional kernel on the image with 
different resolutions.

Different resolution, same 
convolutional kernel

MSRN & MDCN



Inception Network

Same resolution, different 
convolutional kernel

Fixed the resolution of the input 
image   a nd  m u l t i - s c a l e  i m a ge 
features are obtained by applying 
different  convolutional kernels on 
the same  resolution image.

MSRN & MDCN
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https://github.com/MIVRC/MSRN-PyTorch

• We propose a novel Multi-scale residual block (MSRB), which can not only adaptively 
detect the image features, but also achieve feature fusion at different scales. This is the 
first multi-scale module based on the residual structure. Besides, MSRB can be used 
for feature extraction in other restoration tasks which show promising results.

• We propose a simple architecture for hierarchical features fusion (HFFS) and image 
reconstruction. It can be easily extended to any upscaling factors.

• We propose a Multi-scale residual Network (MSRN) for SISR, which exceeds most of 
the state-of-the-art methods without deep network structure. 

Contribution

MSRN & MDCN
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MSRB：Multi-scale feature extraction and fusion.

MSRN & MDCN



MSRB：Multi-scale feature extraction and fusion.

MSRN & MDCN



• Multi-scale Features Extraction：

MSRN & MDCN

• Multi-scale Features Fusion：

• Local Residual Learning：



MSRN & MDCN
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• MSRB cannot obtain feedforward information.

• HFFS will cause a large number of parameters, and this hierarchical feature 
utilization method will generate a lot of redundant features, which will make the 
model difficult to train.

• A single model cannot handle different upsampling factors.

Remaining Problems：

MSRN & MDCN
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https://github.com/MIVRC/MSRN-PyTorch

Contribution
• We devise a Multi-scale Dense Cross Block (MDCB) for feature extraction, which 

essentially a dual-path dense network that can effectively detect local and multi-scale 
features.

• We design a Hierarchical Feature Distillation Block (HFDB) to maximize the use of 
hierarchical features. It is the first CNN module specially designed for hierarchical feature 
learning.

• We introduce a Dynamic Reconstruction Block (DRB) to learn the inter-scale correlation 
between different upsampling factors, which makes MDCN can reconstruct SR images with 
different upsampling factors in a single model.

MSRN & MDCN



https://github.com/MIVRC/MSRN-PyTorch

MSRN & MDCN



MDCB：Multi-scale feature extraction and fusion.

MSRN & MDCN



MSRN & MDCN

MDCB：Multi-scale feature extraction and fusion.



The difference between MSRB and MDCB：

MSRB MDCB

MDCB can obtain more feedforward information.
Fewer parameters, extract richer features, and achieve better performance.

MSRN & MDCN
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MSRN & MDCN



MSRN VS MDCN： MDCN achieves better results with fewer parameters

MSRN & MDCN
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The process of image restoration.

LR
Image

Image 
Reconstruction

HR
Image

Feature 
Extraction

SeaNet & MLEFGN

Image Pr iors



Image restoration guided by image priors

Plenty of works have pointed out that prior knowledge can effectively 
assist image restoration. Accordingly, many image priors have been 
proposed and used, such as :

• Total Variation Prior

• Sparse Prior

• Edge Prior

SeaNet & MLEFGN



• TV prior will smooth texture details.

• Sparse prior is difficult to model because it requires other domain 
knowledge. 

• Edge prior is one of the most effective priors since image edges are 
important high-frequency features.

The focus of our research.

Image restoration guided by image priors

SeaNet & MLEFGN



Edge Prior

CNN

Therefore, we aim to introduce edge priors to guide image restoration.

SeaNet & MLEFGN



The points where the brightness of an image changes drastically are 
usually organized into a set of curve segments called image edges.

Original Image Image Edge

SeaNet & MLEFGN



How to obtain imge edges?
The most widely used method is to apply off-the-shelf edge detectors on the 
degraded image to obtain image edges. 

Bicubic

BicubicEdge detect

Edge 
detect

SISR:

SeaNet & MLEFGN



How to obtain imge edges?
The most widely used method is to apply off-the-shelf edge detectors on the 
degraded image to obtain image edges. 

SID:

Canny Prewit
t

Sobe
l

Robert
s

Edge detect

SeaNet & MLEFGN



Remaining Problems:

• Existing edge extractors are extremely sensitive to noise or other interference 
factors.

• It is extremely difficult to obtain clear and accurate edges from the degraded 
image using off-the-shelf edge operators.

• Inaccurate edges will interfere with the quality of the reconstructed images.

• Existing edge detectors use the binarization measurement to convert all the values 
of the edges to 0 and 1, which results in the loss of a great number of image 
features and the appearance of false edges. 

SeaNet & MLEFGN



Solution: Edge-Net

SISR SID

We aim to explore a CNN model that can reconstruct clear and accurate soft-edges from the 
degraded image, thus it can use for image restoration.

SeaNet & MLEFGN



Solution: Soft-edge

We suggest using image soft-edge instead of image edge since it can retain more accurate 
image edge information.

SeaNet & MLEFGN
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https://github.com/MIVRC/MSRN-PyTorch

• We verified the importance and effectiveness of edge prior for SISR, and suggested 
using image soft-edge instead of image edge to obtain more information.

• We propose a soft-edge reconstruction network (EdgeNet), which is the first CNN 
model used to reconstruct the image soft-edge directly from the LR image. 

• We propose an efficient and accurate Soft-edge assisted Network (SeaNet), which is a 
well-designed network that introduces the Edge-Net to provide image soft-edge prior.

Contribution

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

Edge-Net:

Edge-Net can be used as part of any SR model to provide image soft-edge or works independently to 
reconstruct a super-resolution image soft-edge from the LR image directly. We define the edge loss as

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN
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https://github.com/MIVRC/MSRN-PyTorch

• We verified the importance and effectiveness of edge prior for SID.

• We propose a new edge guidance framework for image denoising, which integrates 
edge detection, edge guidance, and image denoising in an end-to-end model.

• We propose a new Edge-Net for SID. Edge-Net is the first CNN model that can 
directly reconstruct clear edges from the noisy observation.

• We propose a Multi-level Edge Features Guided Network (MLEFGN). MLEFGN is a 
well-designed model that can make full use of edges predicted by the Edge-Net to 
reconstruct high-quality noise-free images.

Contribution

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

Multi-level Guidance Mechanism:

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN



https://github.com/MIVRC/MSRN-PyTorch

SeaNet & MLEFGN
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Summary

• We verified the importance and effectiveness of multi-scale image featurs for image 
restoration.

• We verified the importance and effectiveness of image edge priors for image restoration.

• According to the above strategies, we have designed a series of lightweight image 
restoration models that can achieve better performance with fewer parameters.
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Discussion

Lightweight model exploration.    Knowledge distillation

Few-shot or zero-shot learning
Weakly supervised or unsupervised  learning

Ensemble Learning
Uncertainty measurement

Lack of real training datasets.

Generalization ability needs to be further improved.

A model is difficult to suitable for multiple different degradation modes. ?
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